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A PERTURBATION THEORY FOR ERGODIC MARKOV CHAINS
AND APPLICATION TO NUMERICAL APPROXIMATIONS*
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Abstract. Perturbations to Markov chains and Markov processes are considered. The unper-
turbed problem is assumed to be geometrically ergodic in the sense usually established through the
use of Foster—Lyapunov drift conditions. The perturbations are assumed to be uniform, in a weak
sense, on bounded time intervals. The long-time behavior of the perturbed chain is studied. Ap-
plications are given to numerical approximations of a randomly impulsed ODE, an It6 stochastic
differential equation (SDE), and a parabolic stochastic partial differential equation (SPDE) sub-
ject to space-time Brownian noise. Existing perturbation theories for geometrically ergodic Markov
chains are not readily applicable to these situations since they require very stringent hypotheses on
the perturbations.

Key words. Markov chains, ergodic theory, numerical approximations, random impulses,
stochastic differential equations, stochastic partial differential equations

AMS subject classifications. 60J10, 60J27, 65U, 60H10, 60H15, 34A37

PII. S0036142998337235

1. Introduction. It is frequently of interest to understand how ergodic proper-
ties of Markov chains persist under various kinds of perturbations. Here perturbations
to (discrete time) Markov chains and (continuous time) Markov processes evolving in
a Banach space are considered. In both cases the perturbation is assumed to be a
discrete time Markov chain, and our primary motivation is to understand the numer-
ical approximation of Markov chains and processes. The unperturbed Markov chain
is assumed to be geometrically ergodic, implying exponential convergence of expecta-
tions of functions from a certain class; the general framework of geometric ergodicity
within which we operate is taken from the work of Meyn and Tweedie [23, 24] based
on Foster—Lyapunov drift conditions. The perturbed Markov chains are assumed to
be close to the unperturbed problem in a weak sense: the error in expectations of
functions is small, uniformly on compact time intervals disjoint from the origin, for
functions in the same class. Perturbation theories for geometrically ergodic Markov
chains do exist already, but it turns out that the class of perturbations considered
there is typically too restrictive to admit application to the numerical methods con-
sidered here—at least for the finite time approximation results that we are currently
able to obtain for these numerical methods. At the end of section 3 we will relate our
perturbation theory to an existing perturbation theory due to Kartashov [16, 17, 18].
Properties of ergodic Markov chains under perturbation have been studied in many
other contexts; for example, in SDEs the idea of approximating white noise by a
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broad-band Gaussian noise process is of interest, and this is studied in [3] and further
in [21].

In section 2 our notation and framework is established. A general theory is
developed in section 3, and then, in section 4, applications are described for three
problems where, in all cases, the perturbation arises from numerical approximation.
The first concerns an ODE subject to random impulses, the second to an It6 stochastic
differential equation (SDE), and the third to a parabolic stochastic partial differential
equation (SPDE) subject to space-time to Brownian noise.

The numerical simulation of ergodic stochastic processes in the context of finite
dimensional SDEs has been studied by Talay [30] in the case where the generator of
the process is uniformly parabolic; see also [31, 13, 20]. However, in many applications
this uniform parabolicity does not hold; our theory encompasses problems for which
the generator is not uniformly parabolic, albeit at a reduced rate of convergence
when compared with the estimates in [30]. For stochastic parabolic PDEs, much is
known about approximation properties on finite time intervals [6, 11, 14, 27], but the
theory presented here enables us to prove long-time weak convergence properties in
the geometrically ergodic case; such results have not been obtained before, to the best
of our knowledge.

2. Preliminaries. In the following N = {1,2,3,...} and Z* = {0,1,2,...}. Let
S be a Banach space and B (S) be the corresponding Borel o-algebra. We consider
Markov chains

(2.1) {un,n € 2"}

of random variables from a probability space (Q,F,P) to (S,B(S)). For an initial
distribution p, let the probability triple (2, F,P*) generate the chain (2.1). We use
the notation 6* to denote a point mass at x € S. Expectation with respect to P*
will be denoted by E#. Finally, we define measures p,, on (S,B(S)), parameterized
by po = p, according to

pn(B) =P*{w e Q:u, € B}, B e B(S).
We approximate the Markov chain (2.1) by a Markov chain
(2.2) {u,n ez}

of random variables from a probability space (9, F.,P.) to (S,B(S)). For an ini-
tial distribution p, the probability triple (Q,F.,P¥) is assumed to generate the
chain (2.2). Expectation with respect to P¥ will be denoted by E#; this should cause
no confusion as it will always be clear from the context which underlying probability
space is giving rise to the expectation. In many applications the underlying probabil-
ity spaces for (2.1) and (2.2) will be the same, but this is not necessarily the case, for
example, when weak approximations of stochastic differential equations are studied.
We define measures pg, on (S,B (S)), parameterized by p§ = u¢, according to

pi (B) =PH{w € Q. : u, € B}, B e B(S).

We will consider also the approximation of time-continuous Markov processes by time-
discrete Markov chains of the form (2.2). Specifically we consider a stochastic process
{u(t),t > 0} of random variables from (Q,F,P) to (S,B(S)). For an initial dis-
tribution p, the probability triple (€2, F,[P*) generates this process. For each fixed
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w € ), we thus have a path u(-) := u(-;w). We define measures p(t) on (S,B(S)),
parameterized by p©(0) = u, according to

w(t)(B) =P*{w € Q: u(t) € B}, B e B(S).

If time is discretized with ¢,, = ne, we then approximate the sampled chain {u(ne),n €
Z*} by a time-discrete Markov chain {uS,n € ZT} assumed to be of the form (2.2).

The notation |2] will be used to denote the largest integer no larger than z.
Throughout the paper C denotes a constant whose actual value may change between
instances.

3. Basic theory. The following two assumptions will be used in proving the
basic results of this paper concerning approximation of (2.1) by (2.2).

Assumption Al. The Markov chain (2.1) is geometrically ergodic. Specifically fix
G :S — [1,00) and define G = {measurable G : S — R, |G| < G}. Assume that
G € LYS,B(S), un)¥n > 0. For some Ry > 0, r > 1 and some set Gy C G containing
G, further assume that

sup |EG(u,) — 7(G)| < Ryr "G(x) VYn >0
GeGo

with 7 the unique invariant measure on (S,B (S)) generated by (2.1).
Assumption AIL. The Markov chains (2.1) and (2.2) satisfy, for some ¢ > 1 and
Ry >0,

sup |E G(uy,) — E=G(us)| < RyG(z)¢"e V¥n > 0.
GeGo

The first assumption characterizes the dependence of the rate of convergence of
expectations under the chain to their limiting value in terms of the deterministic ini-
tial value x. Typically such results are proved by deriving a Foster-Lyapunov type
drift condition involving G, together with construction of an irreducibility measure;
see [23, Chapter 16] and [24]. Indeed for the randomly impulsed ODEs considered
in this paper, the condition in Assumption Al is typically satisfied for any G € G.
The second assumption states that expectations under (2.1) or (2.2) remain close,
uniformly over a bounded number of transitions, and the dependence on determin-
istic initial data is again specified. Note, however, that the class of functions Gy for
which Assumption AII, holds is typically smaller than G itself, at least for the cur-
rently available estimates we use for numerical approximations of Markov chains and
processes.

We will prove the following theorems using these assumptions. For the second,
we require two definitions: a function G : S — [1,00) is norm-like if

lim ( inf G'(m)) =00

n—oo \ zeS\C,,

for a sequence C,, C S of compact sets with C),, T S. A Markov chain is weak Feller if

the transition kernel maps the space of bounded continuous functions on S into itself.
THEOREM 3.1. Under Assumptions Al and All, there are K > 0, €. > 0 such

that, for all 0 < € < eq, there is N = N(e):

(3.1) sup |E%G(uf) — 7(G)| < 2K max{n(G),G(x)}e? Vn >N,
GeGo
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where v = logr/log(¢?r) € (0,1). If the Markov chain (2.2) has an invariant proba-
bility measure 7€, then

sup |7°(G) — 7(GQ)| < 6K7(G)eT.
GeGo

COROLLARY 3.2. Let S be finite dimensional and the functional G be norm-like,
and let Assumptions Al and A1l hold. If the perturbed chain (2.2) is weak Feller, then
it has at least one invariant probability measure 7€,

The theorem confines stabilization of expected values under (2.2) to a small neigh-
borhood of their limit under (2.1). The corollary shows that, under some regularity
conditions and in finite dimensions, the perturbed chain has an invariant measure,
which, in general, is not unique (see the Appendix for an example). The corollary ap-
plies only to finite dimensional vector spaces; those interested in existence of invariant
measures on infinite dimensional spaces should look in [5] and also at the papers [1]
and [28].

Note that if the perturbed chain is ergodic, then Theorem 3.1 implies that time
averages of G under the perturbed chain will converge to a limit 7¢(G) which is O(g?)
close to the time average 7(G) under the original chain. It remains an open and
interesting question to study when, indeed, ergodicity is inherited by the perturbed
chain under the type of assumptions made in this paper.

Proof of Theorem 3.1. Choose N € R such that e¢2V = r= so that r— = ¢7.
By choosing ¢, sufficiently small we can ensure that N > 2 for alle <e.. With N > 2
we have, by Assumptions Al and AlI,

sup |E%G(uy,) — 7(G)| < rRie’G(z) VYn >N —1,
Gego

sup |[E%G(uf) — E®**G(u,)| < Roe?G(z) VYn < 2N.
GeGo

Thus,

(3.2)  sup [E*G(uS) — n(G)| < (rRy + Ry)e"G(x) Vn:N —1<n <2N.
Gego

Let K = rR;+ R, and assume, for induction, that the following holds for some M > 1:

M-1
Sup [E® G(uy,) — w(@)] < (G) Z (Ke") + G(a)(Kem)M
(3.3) Vn:NM <n< N(M+1).

Note that (3.3) holds for M =1 by (3.2).

Let p be any integer N(M + 1) < p < N(M + 2). Let n be the closest integer to
(p— N) subject to the constraint that n lies in [NM, N(M + 1)). Then, since N > 2,
p=n+ L where N —1 < L <2N. Now, by conditional expectation and the Markov
property, for any G € G,

[E* G (up) — m(G)| = |E* G (ugy ) — 7(G))|
= [E*:G(u;,) — 7(G))|

/S (B G(u,) — (G, (dx)

< /S B G(us) — 7(G) . (d).
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Thus, by the inductive hypothesis (3.3),

M—-1

BGlu5) - (6)| < [ 7(G) 3 (K=" + Gla) (") i d)
(3.4) i
= 7(G) Y (KN + (K1) 45,

But 5 (G) = E%G(u5) and so, by (3.2), since G € Gy,

(3.5) ML ) + [E*G(ug) — 7(G)]

and combining (3.4) and (3.5) gives

M—1
|E‘5EG(u;) - 7(Q)| < 7(G) (Ke") + (KM (G) + (Ke")MTG(x)
j=1

M
=(G) Y (K" + (KM G(x).

BN
I
A

Since G € Gy is arbitrary, (3.3) is established for all M > 1 by induction. Now reduce
€ so that Ke7 < % for 0 < € < e.. Then (3.3) implies, for 0 < & < &,

M
Sup [E*G(uy) — 7(G)] < max{n(G), G(x)} Z(KEW

< 2max{n(G), G(x)} Ke",
giving (3.1). Average (3.1) over data distributed according to 7° to obtain

sup |7°(G) — 7(GQ)| < 2K{n(G) + 7°(G)}&".
Gegy

Thus, possibly by further reduction of e,

m(G) < 2m(G),

and the required result follows. 0

Proof of Corollary 3.2. Under the stated hypotheses, (3.1) holds and so Propo-
sition 12.1.4 in [23] applies, giving the existence of an invariant probability mea-
sure. a

We consider also the approximation of the time-continuous Markov process
{u(t)}+>0 by (2.2). For this we will use the following modifications of AI-AIL

Assumption ACIL. The Markov process {u(t) }+>0 is geometrically ergodic. Specif-
ically fix G : S — [1,00) and define G = {measurable G : S — R, |G| < G}. Assume
that G € L(S,B(S), u(t))Vt > 0. For some Ry > 0,w > 0 and some set Go C G
containing G, further assume that

sup |E%*G(u(t)) — n(G)| < Rie “!G(z) Vt>0
GeGo

with 7 the unique invariant measure on (S, B (S)).
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Assumption ACIL. The Markov chain {uf },>0 approximates the time-continuous
Markov chain {u(t)}+>0 in the following way: for some k£ > 0, Ry > 0 and s > 0,

sup |E%*G(u(ne)) — E®*G(uf)| < RoG(x)e " e® Vn :ne > 1.
Gego
Note that for SDEs the condition in ACI is typically satisfied for any G € G.
However, for the stochastic PDEs considered here the condition is currently verified
only for a proper subset of G in which a Lipschitz condition is satisfied. Hence the
formulation of ACI in terms of Gy. In any case, for our current methods of analysis,
we can only verify ACII on a proper subset of G for the applications to SDEs and
SPDEs considered here.
The following theorem may be proved similarly to Theorem 3.1—the necessary
modifications to the proofs are outlined below.
THEOREM 3.3. Under Assumptions ACI and ACII there is K > 0, €. > 0 such
that for all 0 < e < e, there is T =T (e):

(3.6) sup |E G(us) — 7(G)| < 2K max{n(G),G(z)}e? VYn:ne>T,
GeGo

where v = %5 € (0,1). If the Markov chain (2.2) has an invariant probability

measure ¢, then

sup |7°(G) — 7(GQ)| < 6K7(G)e.
GegGo

COROLLARY 3.4. Let S be finite dimensional and the functional G be norm-like,
and let Assumptions ACI and ACII hold. If the perturbed chain (2.2) is weak Feller,
then it has at least one invariant probability measure 7€ .

Proofs of Theorem 3.3 and Corollary 3.4. To prove Theorem 3.3, choose ¢, < 1
sufficiently small so that there is 7" > 1 solving

e T = 2rTgs, 0<e<e..

Then e~“T = &7, By combining ACI and ACII, we deduce that

(3.7) sup |E%G(uf) — 7(G)| < Ke¥'G(x), T —e. < ne < 2T,
Gedo

where K = Rq1e%“ + R5. Now assume for induction that

M-—1
(38) C?lélgo |E6TG(U’§L) - 7T(C:)| S W(G) ; (Kgs'y)] + G(J?)(KSS’Y)M

Vn: MT < ne < (M+1)T.

The induction now proceeds similarly to the proof of Theorem 3.1: choose p such that
(M +1)T < pe < (M + 2)T and define n to be the unique integer that is closest to
(pe —T)/e and is such that MT < ne < (M +1)T. Then define N := p—n. It follows
that T —e < Ne < T + e. In particular, T — e, < Ne < 2T and (3.7) holds. The
induction step can again be made by using (3.7); the details are omitted. Averaging
as in Corollary 3.2 gives the Corollary 3.4. ]

REMARK. Let @ (resp., Q°) denote the transition kernel for the chain (2.1)
(resp., (2.2)) and II denote the lift of 7 to a transition kernel. The invariant measure
is a solution of the eigenvalue problem

mQ=m, 7(S)=1,
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and in essence our interest is focused on perturbation theory for this eigenvalue prob-
lem. Such problems have, of course, been studied before. If, for given v : S — [1, 00),
we define a norm on measures on S by

Il = [ v(@)lnl(da),
then the induced operator norm for transition kernels P is
Jsv@)|P(x,dy)|

v(x) '

This norm is discussed in some detail in [23, Chapter 16] and also in [16, 17]. (Note
that if v = 1, then || - ||, reduces to the total variation norm). It is straightforward to
show that

[ Pllo = sup
€S

leelly < € <= ’/h(m)u(dw) <e Vh:|h| <w
s

and that
1P|y <& <= ‘/h(y)P(%dy)‘ <ev(z) Vh:|h|l <w.
S

In the case where Gy = G, Assumption Al states that

R
Q" ~Tillg < =2 ¥ 0

and AII states that
Q" — (Q°)"[lg < RaC"e Vn > 0.

Under these two conditions, Kartashov shows in [17] that Q° has an invariant prob-
ability measure O(e) close to 7, a stronger result than we are able to prove. (This
is essentially a differentiability result for the invariant measures; related issues are
discussed in [10].) However, while AT can often be extended to the whole of G, our
current analysis of numerical methods does not enable us to extend AII in this way for
the problems considered here. Hence, we are unable to apply the Kartashov theory.
This motivates the development of the present theory. (See [19] for a discussion of
similar issues.)

4. Applications. We present applications of the foregoing theory to randomly
impulsed ODEs, to It6 SDEs, and to stochastic parabolic PDEs forced by space-time
Brownian noise.

4.1. Randomly impulsed differential equations. Given a vector v € R™
(the impulse), and initial state ug, and a vector field f : R™ — R™, we consider the
equation

(4.1) CC%L = f(u) + Z O,v6(t —7,), w(0F) =2+ Gyv.
n=1

Here 6(-) denotes a unit point mass at the origin, the {6,}>2, are independent,
identically distributed (IID) random variables with probability of 6, = +1 being
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%, and the waiting times ¢, = 7,11 — T, n € ZT, 79 = 0, are IID random variables
exponentially distributed with parameter A.! Moreover, we assume that the sequences
{00122 and {t,}22, are independent. Note that 7,, — oo, almost surely (a.s.).
We denote by S : R™ x RT™ — R™ the semigroup assumed to be generated by the
problem

du
(4.2) o = Jw, u0)=U;
thus, the solution of (4.2) is u(t) = S(U,t) for ¢ > 0, and this is defined for all £ > 0
and all U € R™. If we define u,, = u(7,, ), wn = (0n,t,)" and use the delta function
to derive jump conditions on u(t) across t = ¢,, we obtain the Markov chain

(4.3) U1 = H(un,wa) = Sty +0av,tn), n €L, up =

see [26]. (Note also that, when viewed in continuous time, (4.1) is an example of a
piecewise deterministic Markov process in the general framework of Davis [7].) Let
Fr denote the o algebra generated by the random variables {u; : ¢ < n}.

We assume that f satisfies the following conditions with || - || denoting the Eu-
clidean norm.

Condition R1. 3C > 0: || f(vw)|| < C[1 + |Ju|] Vu e R™.

Condition R2. f is globally Lipschitz on R™, and the Lipschitz constant K for
f satisfies K < A.

Condition R3. Ja, B> 0: (f(u),u) < a—Bllul]> VueR™.

Under these conditions, the following lemma holds, as proved in [26].

LEMMA 4.1. Consider the Markov chain (4.3) with x distributed according to a
measure 1 on (R™,B(R™)), satisfying p(||z||?) < co. If, R1-R3 hold, then {u,}°,
exists P* a.s. and

o _ (8]
n%HW<B+eZM(wmhnﬁwmw+WW—ﬁ)

from which it follows that

1
(4.4) swEﬂwPSmw{mmW»“+Aww}
n>0 B 28

and

A o A
@@1@ﬂwﬂ—wwvws<wA+w—»)mw+¢;+ e ]

In the one-dimensional case (viz. m = 1), it is possible to show by use of (4.5)
that the Markov chain (4.3) is geometrically ergodic with respect to the function
G(u) := 1+ |ju||, provided an irreducibility measure, satisfying certain continuity

IThis example does not rely crucially on the exponential distribution and other densities, provided
they are absolutely continuous with respect to Lebesgue measure on R, could also be considered;
see [26]. Neither is the exponential distribution required for the subsequent numerical analysis,
although rapid decay of the tails of the distribution is needed; precisely we require that et has finite
mean against the distribution of waiting times for impulses where K is the global Lipschitz constant
of f. We study only the case of exponential distributions because it allows a simple exposition and
arises frequently in applications [9].
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properties, exists; see [23] for the general theory and [26] for applications to (4.1).
Thus, we will assume the following later in this section.

Condition R4. The Markov chain (4.3) is geometrically ergodic: for G(u) :=
1+ |lul|, 3R > 0, r > 1, such that, for

G={G:R™ —[1,0),|G| < G},
we have

sup |E® G (uy,) — 7(G)| < RG(z)r™™ Vn >0,
Geg
where 7 is the unique invariant measure on (R™,B (R™)) generated by (4.3).

We assume that the deterministic part of (4.1) is approximated by a one-step
numerical method with map S}, : R™ — R™ denoting one step of the method with
time-step At (and S IAVt as its N-fold composition); we assume that this map is defined
and continuous on R™ for all At € [0, At.), which is true for all Runge-Kutta methods
under R2. Given any ¢t € RT, we let N = N(t) and A = A(¢) be defined by

t
N = {MJ, A €[0,At): t = NAt+ A.

We may thus define, for w = (6,t)7,
Hat(u,w) := Si(Sgt(u +6v))
and then the Markov chain

n

(46) Uﬁil = HAt(uAt wn)7 Up =T

is our numerical approximation to the chain (4.3). (We assume that the same noise
drives the original chain and its perturbation.) This too is defined for all At € [0, At,.).
Let F2t denote the o-algebra generated by the random variables {u®t : i < n}.

We assume that the one-step map satisfies the approximation property 3C' > 0,
so that, for all At € [0, At.),

(4.7) |Shu — S(At)ul| < C[1 + [Jul]AtPT Vu € R™

for some integer p > 1; this holds for all Runge-Kutta methods under R1, R2, with p =
1. Note, however, that this will not, in general, give the optimal rate of convergence.
(Other methods with this property are those for which f occurs only once in the
elementary differentials defining the error.)

The following lemma may be proved by the techniques of Theorem 7.3.1 in [29]
using (4.7).

LEMMA 4.2. Consider the Markov chain (4.6) with = distributed according to a
measure i on (R™ B(R™)), satisfying u(||z|?) < oco. If R1-R3 hold, then {u5t}2,
ezists P* a.s. and

it 112 < v+ e 200 ([ud]? + 20, (b, v) + v = ),
where v = o/ B+ O(At) and B < 3 satisfies f = -+ O(At). From this it follows that,
for all At sufficiently small,

1
sup B4 U2 < max{mnxn?),w -A|v||2}
n>0 20
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and

A
A+ 23

(4.8) E* {[lupall = [lup 172} < ( A ey

—1> lun® |l + V7 +

The next result addresses the pathwise approximation of (4.3) by (4.6).

RESULT 4.3. Consider the approxzimation of the Markov chain (4.3) by the Markov
chain (4.6), under R1-R3. Then for any measure i on R™ with u(||z||?) < oo, there
is C' > 0:

A n
B, — ] < Ol allel)] (525 ) AP oo

Proof. By use of R2, it follows that
(4.9) | H (w1, w) — H(ug, w)|| < eXuy —us|| Vui,us € R™,

where w = (0,t)7. Similarly, (4.7) implies that

(4.10) | H (u,w) — Hag(u, w)| < LeX'[1 + ||ul]]AtP Vu € R™.

The bound (4.10) is simply the standard convergence result for one-step meth-
ods modified by the uniform truncation error bound (4.7), and the global bound on
solutions of (4.2) and its numerical approximations, induced by R3.

Now

ltnt1 = upty || < I H (unswn) = H(ug wp)|| + | H(ug, wn) = Hag(up', w,)|-
(4.11)

Using the properties of the exponential distribution we have, from (4.9),
o At A At
X (|[H (un, wn) = H(uy" wn)[lo(Fa F2')) < (575 ) lun — up"l

(where o(F,, F2t) is the smallest o-algebra containing both 7, and F2?!), and
from (4.10),

B (|| H (up,wn) — Hae(up, wa) [I|F2) < C1[L+ [lug[] At
Hence, by (4.11),

A
(4.12) EF|lungr — upty || < <H<> EF|up — v + CLAPE (1 + [[ul?]]).

By (4.8) there exists ¢ € (0,1) and £ > 0 such that
B fuptall < €+ qBluy’|

so that

E”Huﬁt“ < <1£_q) [1 — qn} + anP’HUOAtH.
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Thus, (4.12) yields, for e, := E*[[u& — u,||,

)\ n
en < Cy [()\—K) - 1] AP + Cs[1+ B [ug"[][1 - ¢ AP,
giving the desired result. 0

In the following, let G be as defined in R4 and, given a Lipschitz constant Cg,,
define the following subset of G:

Go:={G e€G:|G(x) - G(y)| < Cg,lx —yl}.

Using the pathwise approximation result proved in Result 4.3, together with geometric
ergodicity of (4.3), we prove the following.

THEOREM 4.4. Consider the approzimation of the Markov chain (4.3) by the
Markov chain (4.6), under R1-R4. Then, there exists C > 0, § € (0,1), and At. >0
such that, for any At € [0,At.), an integer N = N(At) exists such that, for all
G € g07

(4.13) |E% G(ust) — n(G)| < 2C max{n(G), G(z)}AtP®* ¥n > N.

At

Furthermore, the Markov chain (4.6) has an invariant probability measure =% and

(4.14) |T24@) — 7(G)| < 6CT(G) A,
Proof. By Result 4.3 we have, for all G € Gy,

B G (un) — E* G(up")| < E*|G(un) — G(uy")|
< Og,B* [lun — up?|

A n
<cColi+ el (125 ) A
Thus AIT holds with e = At?. Now AI holds by R4. Thus Theorem 3.1 gives (4.13).
Solutions of (4.6) are weak Feller by the continuity properties of Sit. Therefore,
because we are working in finite dimensions, existence of an invariant measure comes
from Corollary 3.2, and (4.14) follows from Theorem 3.1. O

4.2. 1t6 SDEs. Consider the It6 SDE,
(4.15) du = f(u)dt + o(u)dW, u(0) =z,

where u € R™, f: R™ — R™, ¢ : R™ — R™** and W is an s-dimensional Brownian
motion. We make the following assumptions about f and o, where once again, || - ||
denotes the Euclidean norm and || - || the Frobenius norm:

Condition I1. ||f(uw)]| < C1 + ||ul]] & ||f(uw) — f(v)]| < Cllu —v| VYu,v € R™.

Condition 12. |lo(u) —o(v)|| < Cllu —v| Vu,v € R™.

Condition 13. 3o, 8> 0: (f(u),u) < a— Blul|* YueR™.

Condition 14. 36 € (0,20) : |lo(u)]|% < C + §||ul|* Vu e R™.

Conditions 11 and I2 ensure the existence and uniqueness of solutions P’ a.s.
with respect to the product measure induced by the Brownian motion and a point
mass at = as a measure on the initial data. (Note that the first point in I1 is implied
by the second; the two points are stated separately for clarity.) Furthermore, using I3
and T4, we can prove

(4.16) sup B% [|u(t)||*> < C[1 + ||=[|].
t>0
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We define the m x m matrix A with entries
Agj(u) = oir(w)op(u)
r=1
and the second-order differential operator £ (the adjoint of the generator) defined by,
for u = (ug,...,um),
- 0¢ 1 & 0?p(u)
— , - A s ]

i=1 ij=1

It is well known that, if the symmetric nonnegative matrix A is positive definite in a
compact set containing B(0; y/«/f3) in its interior, then, under I3, the Markov process
generated by (4.15) is ergodic and the strong law of large numbers holds [15]. Under
this type of strong ellipticity condition on L it is possible to show that a variety of nu-
merical methods reproduce large-time expectations and time averages accurately [30].
However, many problems of interest do not satisfy the strong ellipticity condition but
are still ergodic; we show how the theory of section 3 may be used to verify that
numerical methods still reproduce large-time expectations and time averages in such
cases.
As a simple example, consider the Langevin equation,
d*x dx aw dx

where W is a one-dimensional Brownian motion. This may be recast in the form (4.15)
with u = (uy,u2)? := (z,2)T, m =2, and s = 1:

f(u):<—V’(u?§—vu2)’ U(u):((1)>7 A:(g (1)>

Clearly A is not positive definite so that the work in [30] cannot be applied to study
long-time weak approximation properties of numerical methods. However, the equa-
tion may be shown to be ergodic for v > 0 (see [32] and [15, section 4.8]) and certain
potentials V' (see also [1]). If the equation could be further shown to be geometrically
ergodic, the theory of the present paper would give insight to the equation’s long
time numerical approximation. Other work in this directions includes [12] and [22],
where the equation is studied when V' is quadratic in « so that the equation is linear;
however, the results are based on explicit formulae and cannot be generalized to other
potentials. The techniques we describe could be.

For (4.17) with V' globally Lipschitz, 11, 12 and 14 hold, although I3 is violated;
however I3 simply implies the existence of a positive definite quadratic Lyapunov
function and, under appropriate hypothesis on V', a similar construction can be made
for (4.17) by use of new coordinates. Returning to the SDE (4.15) under 11-14, we
now assume (see I5 below) that the SDE is geometrically ergodic with respect to a
quadratic function G/(u) = 1+ |lu||? on the phase space of the problem. To motivate
this choice of Lyapunov function G, note that

(4.18) LG < 2(a+ B) +tr(A) —28G.

(0) =1,

But tr(A) is equal to the square of the Frobenius norm of o and therefore, under 14,
inequality (4.18) becomes

LG <2(a+p)+(C—68)—(28-8)G,
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which is a Foster—Lyapunov drift condition on the SDE since é € (0,23). Such drift
conditions have been shown to imply geometric ergodicity, provided all compact sets
are petite (see [23, p. 134]) for some skeleton chain (see [24, part II, section 2.3]).
For further details, see, for example, [24, Theorem 6.1, part III]. Note, however, that
when A is singular (so that the process is not strong Feller), further research is still
needed to understand which SDEs are geometrically ergodic—even ergodic—under
the drift condition. In any event, we assume the following.

Condition 15. The continuous-time Markov process generated by (4.15) is geo-
metrically ergodic: for G(u) := 1+ ||u[[?3R > 0,w > 0,

sup [E%G(u(t)) — n(G)| < RG(z)e ™t Vvt >0,
Geg

where 7 is the unique invariant measure on (R™,B (R™)).
Now consider the approximation of (4.15) by the Euler-Maruyama scheme

(419) Ujit1 —U; = f(U])At + O'(Uj)AWj, Uy ==z,

where AW, = W((j + 1)At) — W(jAt). By the techniques described in [20] it may
be shown that, for some K > 0,

(4.20) B (||U; — u(JAL)||?) < C3e2EIA1 4+ ||z %) At.

In the following we use 4 to denote the measure on (R™,B(R™)) induced by the
Markov chain (4.19).

We now derive a uniform mean-square bound on solutions of (4.19). Rearrang-
ing (4.19), squaring, and taking expectations yields

E% |Ujg1||* < E%(|U;|12 + 28BS (U;, £(U;)) + E> || £(U;)|2PA + E*tr(A(U;)) At
< E%||U; |1 + 2AtE® (a — B|1U; 1)
+CPE® (1 + ||U;|1)At? + (SE®||U;||* + C) At

(by using I1-14 and the independence between AW} and U;). Iterating this inequality
gives a uniform in n bound for At sufficiently small since é € (0,20):

(4.21) supE% ||U, |12 < C[1 + ||z||?].
n>0

We have G(z) = 1+ ||z||?, and, for given Cg,, define
Go{G : |G| < G &|G(z) — G(y)| < Cg,[1 + [|zl| + Iy ll] |z — ylI}-

Estimate (4.21) implies that G' € Gy are integrable with respect to 4.

THEOREM 4.5. Consider the approrimation of the continuous-time Markov pro-
cess (4.15) by the discrete-time Markov chain (4.19), under 11-15. Then, there exists
K >0,v¢€(0,1), and At. > 0 such that for any At € (0, At.) an integer N = N(At)
exists such that, for all G € Gy,

(4.22) |E% G(U,) — 7(G)| < 2K max{n(G), G(z)}At?/2 ¥n > N.

At

Furthermore, the Markov chain (4.19) has an invariant probability measure =% and

(4.23) 728G — 7(GQ)| < 6Kn(G)A/2.
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Proof. By I5, ACI holds for the given definition of Gy; indeed it holds for all
G € G, which is strictly bigger than Gy. Now let G € Gy. Then

|E%= G(u(nAt)) — B> G(U,,)|
< E*{Cg,[1 + [[u(nAt)|| + [Un|lllu(nAt) = Uy |1}
< Cgo {B* [1 + [[u(nAt)[| + [|Un |]PE* [u(nAt) — Un|*}=.

By (4.16), (4.20), and (4.21) we deduce that

sup [E%G(u(nAt)) —E*G(U,)| < CG(z)At2e®™™  YnAt > 0.
Gego

Thus, ACII also holds, yielding (4.22) by Theorem 3.3. Corollary 3.4 applies be-
cause we are working in finite dimensions and because the weak Feller property holds
for (4.19). This theorem completes the proof. |

This proof employs I3 and I4 only in establishing the uniform bounds (4.16)
and (4.21) for u(t) and U,; the proof goes through without these assumptions on the
smaller class Gy of globally Lipschitz test functions—a case relevant for the Langevin
equation mentioned previously.

4.3. Parabolic SPDEs. Consider the following SPDE on L2 (0, 1):
(4.24) du = [—Au+ f(u)]dt + dW(t), u(0) =z,

where A = —A, the Laplacian with domain H?(0,1)NHE(0,1), f is globally Lipschitz
from L2(0,1) to itself, W(-) is an Ly(0,1)-valued Wiener process with covariance Q,
and dW is interpreted as an Ito integral. If ) has a complete set of eigenvectors e;,
corresponding eigenvalues \;, and §;(-) is a set of IID Brownian motions, then the
process W (t) may be written as

(4.25) W(t) = i A2 (t).
=1

Questions of existence and regularity of this equation are discussed by Da Prato—
Zabczyk [4]. The hypotheses gathered here assure existence of a unique mild solution
for bounded Q.

It is natural to ask when (4.24) is geometrically ergodic. In [5], ACI is obtained
for bounded Lipschitz functions G with a given Lipschitz constant and that is subject
to the contractivity assumption, Jw > 0, such that

(—A(u =) + f(u) = f(v),u = V)00 < ~wllu—v[F,01) uvE L2A(0,1).
(4.26)
This geometric ergodicity can be easily extended to globally Lipschitz test functionals
when E% |u(t) ||%2(0 1) < 00 see [27]. However, the contractivity assumption is highly
restrictive. The work of Shardlow [28] proves geometric ergodicity for the space of

test functionals dominated by 1+ [ - [[1,(0,1), subject to the covariance operator Q
being nonsingular and the condition

30, 8>0:  (—Au+ f(u),u) < a—Blull],q.):

(Some related work may be found in [8].)
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Motivated by the geometric ergodicity proved in [5] and extended in [27] and [28],
we employ the following assumption:

Assumption SI. The continuous-time Markov process generated by (4.24) is geo-
metrically ergodic: given G(u) := 1+ ||ul|,0,1) and Cg,, define G = {G : L*(0,1) —
RT, |G| < G} and Gy = {G € G : Lip{G} < Cg,}. Then 3R > 0, w > 0:

sup [E%G(u(t)) — 7(G)| < RG(z)e ™t VWt >0,
GebGo

where 7 is the invariant measure on (L2(0,1),B(L2(0,1))) of (4.24).

We consider the numerical approximation of (4.24) by finite differences, in par-
ticular, by the 6 method in time, the standard three-point approximation in space,
and a spectral approximation to W (truncation of (4.25)). For fixed J € N, this
method yields grid functions U,;j = 1,...,J and n € N, where U,; approximates
u(nAt, jAz) (Azx = 1/(J + 1) is the grid size and At is the time step). We pre-
fer to work with continuous interpolants u, in L2(0,1) of U,;. To do this, define
AAJ: : LQ(O, 1) — LQ(O7 1) by

Apgsin(km) = A sin(kn-), k=1,2,...,

where Aping = 4sin2(k7rAx/2)/Ax2(k =1,...,J,n = 1,...). This operator acts
exactly as the standard three-point approximation to the Laplacian on the grid {jAx :
j=1,...,J}. We study the following Markov chain

Up+1 — Up = [(1 - H)AAxun + GAAmun—i-l

(4.27) +(1 = 0) f(un) + 0f (uni1)]At + dW,,

where
(n+1)At
AW, = / P dW (t);
nAt

P is the projection of Ly(0, 1) onto the first J eigenfunctions of A. This Markov chain,
which agrees with the finite-difference scheme outlined above on the grid {jAz : j =
1,...,J}, is discussed in [27].

Other finite-difference approximations to (4.24) are studied in the literature. For
example, Gyongy [14] uses an approximation to the white noise based on integrating
over boxes of size Az x At. He works in a more general setting than we do here
(with multiplicative noise and very mild measurability hypotheses on f) and obtains
similar results to those below in Lemma 4.6; however, the results in [14] are not
directly relevant to the present perturbation theory for invariant measures because the
dependence on the Lo-norm of the initial data and the growth of his estimate in large
time are not described. The estimates of [27] given below for the method (4.27) depend
on stronger hypothesis on f but are Ly estimates for Lo initial data, which, with the
geometric ergodicity results available for (4.24), enable us to apply Theorems 3.3.

The assumptions we make about f are as follows:

Assumption SII. There exist constants K, K5 such that

1) = F@)llzaory < Killz = yllzaon, 2,y € La(0,1);
If (@) Loc0,1) < Ko+ K|zl 20,1y, € L2(0,1);
A2 (@) | ao1) < Ko+ Kil|AY 42| a0y, @ € L(0,1),
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(Note that the second point is implied by the first; we list them separately for
clarity.) Using, SII, ACII may be established for certain approximations of SPDEs.
The following is proved by Shardlow [27].

LEMMA 4.6. Let hypothesis SII hold and consider approzimation of (4.24) by
(4.27). Consider initial data x € L2(0,1) for the problem (4.24), and let (Ax, At) — 0
subject to the stability condition

At

(4.28) Apit-o <t

For 0 < 6 <1, there exists C, k, At, > 0 such that, for nAt >0 and 0 < At < At,,
(E™ u(nAt) —un|?,(01)"? < CAGIT22em A (1t |12 1, 0,1)) X (14 (nAE) =D/,
In particular, for any G € Gy the following holds for nAt > 1:

|E% G (u(nAt)) — E% G (uy)| < 20Cg, Az =225 84 (1 4 12|, 0.1))-

The following result is now readily proved by the application of Theorem 3.3. The
result is weaker than that proved in sections 4.1-4.2, as we are unable to establish
existence of an invariant measure for the numerical approximation. It is likely that an
existence result for an invariant measure could be proved by use of a uniform-in-time
bound on the numerical solution in a stronger norm (H2 (0, 1), for example). However,
we do not investigate this issue further.

THEOREM 4.7. Consider the approximation of the Markov process (4.24) by the
Markov chain (4.27), under SI-SII. Then, there exists C > 0, v € (0,1), and At. >0
such that, for any At € [0, At.), an integer N = N(At) exists with

(4.29) |E®G(uy) — 7(G)| < 20 max{n(G),G(x)}Az"/? ¥n >N VG € G.

Furthermore, if the Markov chain (4.27) has an invariant probability measure TAT,

then
(4.30) |72 (G) — 7(G)| < 6CT(G) Az

5. Conclusions. We have presented an approach to understanding the effects of
perturbations on ergodic properties of Markov chains, especially perturbations arising
through numerical approximation.

The approach is quite general, and, because of this, it is likely that the results are
not sharp in some of the applications. For example, by use of Malliavin calculus (and
the notion of hypo-ellipticity; see, for example, [25]), it may be possible to produce
improved rates of convergence for the case of nonuniformly parabolic generators in
SDEs, the case which we examined in section 4.2. Some preliminary numerical analysis
of methods applied to SDEs with hypo-elliptic generators is presented in [13].

A further interesting question left open here is what additional hypotheses are
required to prove ergodicity of the perturbed chains. It would be of interest to answer
this question in some generality, but it would also be of interest to address it for some
specific applications, such as the It6 SDEs of section 4.2; again the Malliavin calculus
would be likely to play an important role in any such studies.

Appendix. We give a simple example of a perturbed Markov chain which cannot
be irreducible, whatever the properties of the underlying chain. Consider a Markov
chain {u,,n € Z*} on R, generated by a random map

Un4+1 = H(una wn)7
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with w,, IID random variables. Fix ¢ > 0 and partition R as R = W U B, where

W= U [(2n —1)e,2ne) and B = U [2ne, (2n + 1)e).

nez nez
We define
u—e, fueWw u—e, fueB
PBy = ’ . and PVu = ’ .
u, otherwise, u, otherwise.

Clearly, P® maps onto B and P" maps onto W. Set

P — PE, ifuc B,
“ PYW ifuecW.

Now consider the perturbed Markov chain
ufz+1 = Hs(ufw wn)v
where
He (u,w) = Py, H(u,w).

If £ is small, this Markov chain will be a small perturbation of the original one.
However, if u§ € B (resp., W) then u: € B (resp., W) for all n > 0. Hence the
perturbed problem is not irreducible in any circumstances.
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